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Abstract of the contribution: Proposes a new solution for the Key issue 2 on QoS framework.
1. Introduction
This solution addresses the key issue 2 on "QoS framework" especially focusing on traffic identification and separation. In 3GPP systems, traffic identification and separation are typically performed based on the packet filters created corresponding to the policy and charging information of a UE [see TS 23.203]. 
In the presence of a large number of service data flows that have different QoS and charging requirements, the network node that enforces such diverse policies needs to create the same number of TFT/SDF filters, resulting in substantial processing overhead or delay. Such overhead can be dramatically reduced if the network node securely assigns a flow label to a specific service data flow and has the UE securely embed(s) the label in the packet associated with the specific service data flow. This effectively simplifies the flow identification and separation procedure at the network node, which otherwise shall be performed using as many TFT/SDF filters as the number of service data flows that have different filtering rules, for each UE.
Note: security aspects of this solution, e.g. how to securely generate, allocate and verify labels will need to be studied by SA3.

2. Proposal
It is proposed to add the following solution to the TR 23.799 “Study on Architecture for Next Generation System”.
[bookmark: _Toc439686353][bookmark: _Toc439745371][bookmark: _Toc316022751]>>>Start Changes<<<<
6	Solutions
Editor's Note: This section describes the solutions to the key issues and solutions to architecture design. 
[bookmark: _Toc439686354][bookmark: _Toc439745372][bookmark: _Toc316022752]6.x	Solution x  - Traffic identification using flow labels
Editor's Note: It should be indicated here to which issue(s) the solution applies. 
-	Traffic identification: how is traffic identified (e.g. means beyond traffic identification based on L3/L4 information such as the IP-5-tuple for IP traffic) at the various QoS provisioning/enforcement points and at what level (e.g. per packet, per flow or as an aggregate of flow etc.) for both uplink and downlink direction? How is traffic identified at the UE for both uplink and downlink direction?
-	Traffic separation: how is traffic separation achieved (in the core as well as on the CN-RAN interface) for QoS treatment; solutions shall also clarify the granularity of the traffic separation.
[bookmark: _Toc439686355][bookmark: _Toc439745373][bookmark: _Toc316022753][bookmark: OLE_LINK6][bookmark: OLE_LINK7]6.x.1	Architecture description 
Editor's Note: This clause will contain e.g., terminology, overview, architecture description of the solution. 
To achieve efficient and scalable traffic identification and separation using flow labels, two new functional entities are introduced.
[New Functional entities]
· Flow Identification Function (FIF): a control-plane function that identifies a service data flow, assigns a unique label to the service data flow and associates the label with the corresponding enforcement engine (such as a priority queue) in the enforcement function. The Flow Identification Function has an interface with the Policing Function, e.g., PCRF, from which a UE’s subscription profile or network service policies shall be retrieved. 
· Policy Enforcement Function (PEF): a user-plane function that enforces traffic policies based on the flow label associated to the data traffic. The policy enforcement function is configured to map flow labels to the corresponding policy enforcement engines, e.g., priority queues, by the flow identification function.
· SM/MM: a control-plane function that performs session and mobility management (e.g., MME) 
· Policing Function: a control-plane function that performs policy management on service data flows (e.g., PCRF)  
· Matching Function: a user-plane function that maps an uplink packet to a policy enforcement engine (PEE) based on the label carried in the packet. Mapping between labels and corresponding PEEs is configured by FIF.
· Policy Enforcement Engine (PEE): a user-plane sub-function in the PEF that implements policy enforcement. It may be realized using a token bucket for guaranteed service, leaky-bucket for traffic shaping, and so on.


  
Figure 6-xx. Policy enforcement architecture

[bookmark: _Toc439686356][bookmark: _Toc439745374][bookmark: _Toc316022754]6.x.2	Function description 
Editor's Note: This clause will contain function descriptions and the interactions among the network functions.
During the setup of IP traffic connectivity (including bearer setup if bearers are still supported in the NexGen architecture), the flow identification function defines a set of UE-specific flow labels for a UE based on the UE’s subscription profile, the service associated to the data traffic, and/or network service configuration, e.g., zero-rated service. Alternatively, the flow identification may be triggered over an uplink user-plane packet either based on a flag set by the UE or based on a packet inspection by the flow identification function. In case that a flag is used for triggering, it is FFS which IP header field shall carry the flag. The flow labels are provisioned to the UE and also configured at the user-plane function, e.g., policy enforcement function, along with the QoS policies. Traffic separation is done by placing packets in the corresponding enforcement engine based on the packet label.
NOTE: if a packet does not carry a label, the packet is classified as best-effort traffic, e.g., having the lowest priority.
Editor’s note: security aspects of this solution, e.g. how to securely generate, allocate, verify, and provision labels to the UE will need to be studied by SA3.




Figure 6-xx. Policy enforcement procedure

[Flow identification at a flow identification function]
1. A Flow Identification Function (FIF) identifies a flow that requires special handling based on application QoS or charging requirements. Flow identification may be based on the IP-5-tuple for IP traffic, application identifier, or other metadata included in the IP packet.
2. The FIF assigns a flow label for the identified flow and associate the label to the corresponding QoS enforcement engine, e.g., a priority queue.
3. The FIF provisions the flow label to the UE with the information that specifies the parameters used for flow identification such as the IP-5-tuple. 
[Label marking at a UE]
4. The UE, when it receives an uplink IP packet from the upper-layer, identifies a label associated with the flow to which the packet belongs.
5. The UE embeds the label in the packet.
6. The UE sends the packet to the network.
[Policy enforcement at a policy enforcement function]
7. The policy enforcement function, on receiving a packet, identifies a label in the packet.
8. The policy enforcement function identifies the enforcement engine, e.g., the priority queue, associated with the label.
9. The policy enforcement function places the packet in the corresponding enforcement engine.

[bookmark: _Toc439686357][bookmark: _Toc439745375][bookmark: _Toc316022755]6.x.3	Solution evaluation 
Editor's Note: This clause will contain evaluation on the system impacts, e.g., UE, access network and non-access network.
Impacts on CN
The advantage of the proposed solution at the CN is that it allows reducing packet processing overhead as compared to current packet filtering solutions. In fact, having the label carried in data packets (by having a UE embed the label in each packet), the policy enforcement function only needs to perform a simple mapping to a corresponding queue.
Impacts on UE
The proposed solution requires a UE to embed a label in each packet, which may incur overhead at the UE. However, such overhead is tolerable (or marginal) because the only additional procedure for the UE to perform is to copy a pre-assigned label in the packet that corresponds to the service data flow. It is noted that in order to provide a certain QoS for the service data flow, flow identification that associates a packet with the service data flow has to be performed at the UE even when label embedding is not used. 
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